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Photoexcitation and Photoionization Dynamics of Water Photolysis
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Despite the importance of water photolysis in atmospheric chemistry, its mechanism is not well understood.
Two different mechanisms for water photolysis have been proposed. The first mechanism is driven by water
photoexcitation, followed by the reaction of the active hydrogen radical with water clusters. The second
mechanism is governed by the ionization process. Both photoexcited and photoionized mechanisms are
complementary, which is elucidated by using excited-state ab initio molecular dynamics simulations based
on complete active space self-consistent field approach and unrestricted Mgller—Plesset second-order
perturbation theory based Born—Oppenheimer molecular dynamics simulations.

Introduction

Photodissociation is a chemical process in which a chemical
compound is dissociated by light (photons). Photolysis plays
an important role in many chemical'> and atmospheric phe-
nomena.? In the earth’s atmosphere, photolysis occurs as part
of a series of reactions by which primary pollutants (such as
hydrocarbons and nitrogen oxides) react to generate secondary
pollutants (e.g., peroxyacyl nitrates).* In the stratosphere, ozone
is formed through photolysis by UV light.> Chlorofluorocarbons
(CFCs) are broken down by photolysis in the uppermost
atmosphere to form chlorine-free radicals, which destroy the
ozone layer.® In astrophysics, photodissociation is one of the
major processes through which molecules are broken down (but
new molecules are being formed).? It was suggested that
methane observed on Mars can be formed by photolysis of water
vapor in the presence of carbon monoxide.” The photolysis of
water is also important in neutron irradiation to the cooling water
in nuclear reactor technology and in the damage of living cells
caused by radiation. What is more important is that one possible
fuel source may be obtained via the photolysis of water to
hydrogen and oxygen gases.®

Despite the importance of water photolysis as described
above, the mechanism for water photolysis is still not well
understood.’ Two different mechanisms of water photolysis have
been proposed:

(1) Upon excitation, a water molecule forms OH® and H*
radicals, and the excess energy is kept mainly on the H* radical.
Subsequently, the H® radical has large kinetic energy and
immediately reacts with a water molecule in the first hydration
shell, forming H;O" and the hydrated electron.!0-12

H,0 + hv — H,0* — H + OH' (1)
H' (hot) + H,0 — H,0" + ¢ (hydrated)  (2)

This mechanism is controlled by photoexcitation. While the hot
hydrogen radicals are formed, they directly generate the H;O™"
and hydrated electrons.
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(2) It has been suggested that the ionization above the
Born—Oppenheimer threshold leads to formation of the H;0™,
OH-’ radical, and hydrated electron.!!-13-16

H,O + hv — H20+ + e (hydrated) 3)

H,0" + H,0 — H,0" + OH’ )
Contrary to the previous mechanism, in case (2), the reaction
is caused by photons with energies above the ionization
threshold. Namely, in the first case, the photolysis is driven by
photoexcitation, while in the second case the reaction is
governed by the ionization process. However, both schemes lead
to the same products, while their reaction mechanisms are
significantly different.

The UV spectrum of a water molecule comprises two broad
bands with maxima at 165 (7.5 eV) and 128 nm (9.7 eV)."”
They correspond to the following singlet electronic transitions:
1'A;—11'Byand1!'A; —21A,. The 1 'A; — 1 !B transition
corresponds to the highest occupied molecular orbital (HOMO)
to lowest unoccupied molecular orbital (LUMO) excitation, and
the 1 'A; — 2 A, transition is assigned to the second HOMO
(HOMO—1) to LUMO excitation. The ratio of dissociation
caused by 1 'A; — 1 'B; to that caused by 1 'A; — 2 TA| is
0.89:0.11,'7d which indicates that the HOMO—LUMO excitation
is dominant. The ionization energy of water molecule in the
gas phase is 12.6 eV,'®19 which is considerably larger than the
corresponding excitation energies from water in the UV
spectrum. Thus, if the energy of photon is above the ionization
threshold, the mechanism is determined by the ionization.

The water clusters 22 have been theoretically studied
extensively; in most of the cases the structures, binding energies,
electron affinities, and infrared spectra have been calculated.?*-28
The study of water photolysis requires molecular dynamics
simulations based on intramolecular interactions. In this regard,
we report the photoexcitation mechanism by using excited-state
(ES) ab initio molecular dynamics (AIMD) simulations based
on complete active space self-consistent field (CASSCF)
formalism and the photoionization mechanism by using the
ground-state unrestricted Moller—Plesset second-order perturba-
tion theory (MP2) based Born—Oppenheimer molecular dynam-
ics (BOMD) simulations. We believe that this is the first
systematic report of water photolysis mechanisms based on ES-
AIMD and unrestricted MP2-BOMD simulations.
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TABLE 1: Excitation Energies (in eV) of the Water Molecule Calculated by Using Different Levels of Theory and Different

Basis Sets®

CIS () TD-DFT (f) CAS-SCF CAS-PT2 SAC-CISD (f) EOM-CCSD (f)
aVDZ
1'A;— 1B 8.77 6.87 8.18 7.52 7.61 7.41
(0.053) (0.050) 9.29 9.75 (0.058) (0.057)
1'A; — 2 1A 11.04 9.04 991 9.84
(0.105) (0.087) (0.102) (0.104)
aVTZ
1'A;— 1B 8.79 6.91 8.20 7.61 7.72 7.60
(0.053) (0.047) 9.23 9.84 (0.053) (0.054)
1'A; — 2 1A 11.04 9.03 9.99 9.95
(0.105) (0.081) (0.094) (0.099)
avVQZ
1'A;— 1By 8.82 6.92 8.21 7.69 7.77 7.68
(0.050) (0.046) 9.19 9.86 (0.051) (0.052)
1'A; — 2 1A 11.01 9.03 10.00 10.01
(0.095) (0.078) (0.088) (0.095)

@ The experimental excitation energies of 1 'A; — 1 'B; and 1 'A; — 2 'A; are 7.82 and 9.69 eV, respectively.!” The geometries used are as

follows: [CIS: HF-optimized geometry;

TD-DFT: B3LYP-optimized geometry,

CASSCF: CASSCF-optimized geometry, CASPT2:

CASPT2-optimized geometry, SAC-CISD: HF geometry, and EOM-CCSD: CCSD-optimized geometry].

Computational Methods

We performed some test calculations (excitation energies and
ionization potential) for a single water molecule using different
computational approaches and various basis sets such as aug-
cc-pVDZ (abbreviated as aVDZ), aug-cc-pVTZ (aVTZ), and
aug-cc-pVQZ (aVQZ). As shown in Table 1, the excitation
energies based on CASSCF, complete active space with second-
order perturbation theory (CASPT?2), symmetry-adapted cluster
configuration interaction with single and double excitations
(SAC-CISD), equation of motion coupled cluster with single
and double excitations (EOM-CCSD) are in good agreement
with the experimental results. However, the configuration
interaction with single excitations (CIS) tends to overestimate
excitation energies and the time-dependent density functional
theory (TD-DFT) approach tends to underestimate them. The
CASSCF method, though low level of theory, gives reason-
able values for the excitation energies possibly because of the
cancelation effect of the dynamic correlation in this system. The
oscillator strengths for CIS, TD-DFT, SAC-CISD, and EOM-
CCSD at aVDZ/aVTZ/aVQZ basis sets for the transition 1 'A;
— 1 By are 0.053/0.053/0.050, 0.050/0.047/0.046, 0.058/0.053/
0.051, and 0.057/0.054/0.052. The oscillator strengths for CIS,
TD-DFT, SAC-CISD, and EOM-CCSD at aVDZ/aVTZ/aVQZ
basis sets for state 1 'A; — 2 A, are 0.105/0.105/0.095, 0.087/
0.081/0.078, 0.102/0.094/0.088, and 0.104/0.099/0.095. For this
water photolysis, the basis set effect is not large. For larger basis
sets, the excitation energies are close to those calculated with
the aVDZ basis set; the maximum difference does not exceed
0.2 eV as shown in Table 1. The first vertical excitation energies
calculated without using the symmetry for the water monomer,
dimer, and trimer at the CASSCF/aVDZ level are 8.18, 9.55,
and 9.21 eV, respectively. The vertical ionization potentials of
the water monomer, dimer, and trimer at the CASSCF/aVDZ
level are 10.98, 11.30, and 11.04 eV, respectively, and those at
the MP2/aVDZ [CCSD(T)/aVDZ] level are 12.70 [12.51], 11.80
[11.62], and 12.32 [12.09] eV, respectively. Thus, the ionization
energies of the water monomer, dimer, and trimer are 2.80, 1.75,
and 1.83 eV higher than the corresponding vertical excitation
energies at the CASSCF/aVDZ level. The vertical ionization
potential of the water monomer was also calculated at density
functional theory (DFT) level with Becke’s three-parameter
exchange potential and the Lee—Yang—Parr correlation func-

TABLE 2: Vertical Ionization Potential (in eV) of the
Water Molecule Calculated by Using Different Levels of
Theory and Different Basis Sets”

B3LYP MP2 CCSD(T)
aVDZ 12.78 12.70 12.51
aVTZ 12.78 12.86 12.67
avVQZ 12.80 12.93 12.73

@The experimental value is 12.59 eV.'® All the geometries were
optimized.

tional (B3LYP) as well as UMP2 and coupled cluster with
single, double, and perturbative triple excitation (CCSD(T))
levels of theory by using aVDZ, aVTZ, and aVQZ basis sets
as shown in Table 2. All the excitation and vertical ionization
energies were calculated by using the MOLPRO package.”
In this regard, the ES-AIMD simulations*®® of the water
photolysis were carried out by using the CASSCF/aVDZ
method, as a necessary compromise between the desired
accuracy and the computational cost. The simulations were
performed by using the HONDO suite of programs.®' In the
case of UMP2-BOMD simulations, the ionization potential
calculated at the UMP2 level is close to the experimental value.

In ES-AIMD simulations, the choice of the active space is
crucial. For a water molecule, we used the active space (6,0).
We also performed test calculations using full-valence active
space (8,8). We found that both dynamics are almost identical.
For the water dimer, the (12,12) active space was exploited.
For the water trimer, we employed the same active space, as in
the case of the water dimer. The optimal choice of the active
space is critical for the reduction of computational resources,
even though the computational accuracy is slightly sacrificed.
It is important to note that, in the case of ES-AIMD simulations,
the MOs involved in the photoexcitation process should be
present in the active space. In this ES-AIMD simulation, we
considered the first single excitations (i.e., HOMO—LUMO
excitations). At the CASSCF level, the dynamical correlation
effects were not taken into account. Thus, the dispersion energy
cannot be properly recovered at this level of calculations. AIMD
simulations based on the CASPT2 method should be more
reliable. However, CASPT2 is computationally very demanding
and in many cases diverges due to the “intruder state” problem.?
We performed single-point CASPT?2 calculations for selected
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Figure 1. Snapshots of the evolving process of (H,0),=1-3 clusters upon the excitation (AIMD simulations).
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Figure 3. Time evolution of kinetic energy components for excited (H,0),=;-3.

geometries of the (H,O),=;—3 clusters. We found that the energy
changes in the CASSCF approach were similar to those in the
CASPT2 approach, because the dynamical correlation energies
for the same size of clusters were almost equivalent. The
differences between CASSCF and CASPT?2 binding energies
for H,O, (H,O),, and (H,O); are 0.14, 0.32, and 0.53 eV,
respectively, and these values remain almost constant unless
the structures are changed significantly. Therefore, as the
structures of clusters change with respect to time, both CASSCF
and CASPT2 show almost the same energy changes, so that
the CASSCEF results are reliable in the present systems.

The initial structures having the ground-state minimum-energy
geometry (optimized at the CASSCF/aVDZ level) were verti-
cally excited. The ES-AIMD simulations of the water clusters
were carried out for 40 fs with a time step of 0.1 fs. We also
performed longer simulations, but all significant changes take
place during the first 20 fs. Given that the experiments were
done at low temperatures, we set the initial kinetic energies
(KEs) to zero. In this case, the excitation energies of the
(H20),=1—3 clusters (8.18, 9.55, 9.21 eV, respectively) are so
large that the initial KEs of the clusters (0.08, 0.16, and 0.27
eV, respectively) do not contribute significantly to the dynamics.

Thus, 0 K results should be almost the same with the average
values of the 300 K ensembles. This has been demonstrated
from the 24 sets of ES-AIMD simulations of the water monomer
at 300 K, as shown in Figure 6. In this case, the geometries of
the water monomer were selected for every 50 fs from the 1.2
ps CASSCEF simulation of the ground-state water monomer at
300 K after 1 ps equilibration, and the initial velocities satisfying
the Maxwell—Boltzmann distribution were randomly assigned
for each simulation. Then, each system was excited for the ES-
AIMD simulations.

In the case of UMP2-BOMD simulations for ionized water
clusters, the initial Mgller—Plesset second-order perturbation
theory optimized minimum energy structures of neutral clusters
were employed. We set the initial KEs to zero, as in the previous
case. The UMP2-BOMD simulations were carried out for 1000
fs with a time step of 0.2 fs.

In the present study, both ES-AIMD (CASSCF/aVDZ) and
ground-state BOMD (UMP2/aVDZ) simulations were carried
out. Ground-state BOMD simulations (300 fs) for ionized water
clusters were previously calculated at the HF/6—311G** level
of theory.3> However, no excited-state AIMD simulations have
been reported on the photoexcitation of water clusters. We
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Figure 6. Sampling results of the time evolution of distances, kinetic energy components, and Mulliken charges for excited H,O with initial

kinetic energy at 300 K.

analyzed both dynamics in terms of the time evolution of
structures, charges, kinetic energies, and potential energies. The
charge analysis of the excited states (in ES-AIMD simulations)
was made in Mulliken charges, while that of the ground states
(in BOMD simulations) was made in natural bond orbital (NBO)
charges.??

Results and Discussion

A. ES-AIMD Studies of Small Water Clusters. In the
beginning of the ES-AIMD simulation, the dynamics of a single
water molecule differs from dynamics of larger water clusters.
Figure 1 shows the time evolution of the trajectories of
conformational changes of the water clusters (H,O),=;—3. In the
beginning of the simulations, very strong O—H stretching
motions are observed, and both OH bonds started to stretch
(Figure 2) at ~5 fs. At ~10 fs, one hydroxyl group is formed
again, and the hydrogen radical is detached from the water
molecule. Its kinetic energy (Figure 3) grows very rapidly to
~55 kcal/mol. The detached hydrogen radical has very large
kinetic energy (~50 kcal/mol, so it is very hot), which is
consistent with the photoexcitation mechanism of the water
photolysis. The analysis of Mulliken charges (Figure 4) localized
on H and OH shows that, after 18 fs of simulations, the hydrogen
and the hydroxyl group form radicals. In the beginning of AIMD
simulations, the charges fluctuate because of strong vibrations
of OH bonds. After ~18 fs, the total charges localized on H
and OH are zero. The analysis of the time evolution of the
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Figure 7. Snapshots of the evolving process of (H,O)",—»3 clusters
upon the photoionization of (H,0),=23 (BOMD simulations).

potential energy (Figure 5) shows that around 18 fs the minimum
energy structure with H* and OH" is formed, which explains
the maximum value of the total kinetic energy at 18 fs. The
kinetic energy oscillates with rotational and vibrational motions
along with the H-detached structure OH—(H,0),=1 ». For these
small water clusters, the H® radical releases within ~15 fs
(practically in ~12 fs, and completely in ~15 fs). The time
evolutions of OH bond distances, kinetic energies, and charges
obtained from the sampling of 24 different trajectories with the
initial kinetic energy at 300 K for H,O are shown in Figure 6,
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Figure 9. Time evolution of the potential energy for the ionized water
trimer.

and they are almost similar to the graphs obtained from the
simulation at 0 K. This is because for the water monomer the
excitation energy is 7.82 eV, while the thermal energy is only
0.08 eV.

For the water dimer, the OH bond started to stretch at ~4 fs
(Figure 2), and subsequently, the hydrogen is released from the
system with very large velocity. While the OH bond is broken,
the kinetic energy of the detached hydrogen grows very quickly.
After 10 fs, the kinetic energy of the hydrogen radical (Figure
3) increases to ~55 kcal/mol and remains constant during the
MD run. Upon the excitation, the hydrogen radical is negatively
charged (—0.7e), while the hydroxyl group is positively charged
(+0.7 e) as depicted in Figure 4. After 10 fs of the AIMD run,
the negative charge localized on the hydrogen atom is com-
pletely transferred to the hydroxyl group; thus, H and OH
become radicals. The charge does not fluctuate during the MD
run because the strong stretching vibrations of OH bond are
not observed during simulations. When the hydrogen radical is
released, the hydroxyl radical and the adjacent water molecule
form a stable structure.

The ES-AIMD simulation for the water trimer is similar to
the photolysis of the water dimer. We report only 18 fs of the
simulation, since the total energy is not conserved after 18 fs
because of the mixing of orbital levels. The OH bond stretches
at ~5 fs (Figure 2). During 10 fs, the kinetic energy of the

32
238

3.2,

2.8

r(A...B) [A]

A, A 4;

(H05"

detached hydrogen (Figure 3) grows very rapidly to ~55 kcal/
mol. The total charge (Figure 4) localized on the H and OH
radical groups becomes zero around 12 fs. During simulations,
the cyclic ring is not open but one hydrogen bond is broken,
and the cyclic ring is converted to a quasi-cyclic ring.

B. UMP2-BOMD Studies of Small Water Clusters. In the
case of BOMD simulations for ionized water clusters, the
structural changes are slower in comparison with ES-AIMD
simulations. Thus, for ionized water clusters, we carried out
1000-fs BOMD simulations. The mechanism for water pho-
tolysis for ionized water clusters significantly differs from the
photolysis driven by photoexcitation.

For the ionized water dimer, the proton oscillates between
the hydroxyl group and the neighboring water molecule. The
mobile proton has large kinetic energy; however, it does not
exceed 10 kcal/mol, which holds the proton between the two
oxygen atoms because the kinetic energy is not large enough
to release the hydrogen atom from the cluster. The time
evolution of H+++O1 and H-+-O2 distances clearly indicates
that Eigen (H;O™-like water cluster) and Zundel (HyO++*H"+--
OH)-like water cluster) forms** compete, as shown in Figure 7
(where each intercrossing represents the Zundel form). After
500 fs of simulations, an Eigen form is created, which is
energetically more favorable. While the stable Eigen conformer
is formed, the kinetic energy of the mobile proton substantially
decreases. Figure 8 shows that the O1++-O2 distance oscillates
highly in the beginning of the simulations, but after 500 fs it
does not change significantly. The time evolution of potential
energy, shown in Figure 8, for an ionized water dimer confirms
that the resulting structure is the minimum energy conformer.
The analysis of the NBO charges shows that the positive charge
localized on the OH group significantly changes during the MD
run. In the beginning of the simulations, the hydroxyl group
has charge +0.4e, which decreases to +0.1e at the end of the
dynamics. The NBO charge of the mobile proton is almost
constant (+0.6e) during simulations. The water molecule
denoted as H,O-2 is almost neutral at O fs, but after ~300 fs
there is a charge transfer from the OH group to HO-2. However,
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Figure 10. Time evolution of distances for the ionized water trimer.
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the partial charge localized on OH is very small, while the
hydroxyl radical is highly polarized by the neighboring hydro-
nium cation.

The BOMD simulation for the ionized water trimer (Figure
7) slightly differs from the dynamics of the ionized water dimer.
In the former case, the hydrogen atoms denoted as H1 and H2
oscillate between water molecules. In the beginning of the
simulations, the dynamics is driven by H1 because H1 has larger
kinetic energy than H2. During the first 500 fs, the Eigen and
Zundel forms compete, similar to the case of the ionized water
dimer. The geometry of the water trimer is completely altered
during MD simulations. The cyclic ring is converted to a quasi-
linear chain; moreover, at 300 fs the structure is almost linear.
After 500 fs, the H1 hydrogen is bound to H,O-2. After the
proton transfer, the hydronium cation is formed. It is important
to note that the hydronium cation comprises H1 and H2 atoms.
While the H1 hydrogen is anchored to H,O-2, the kinetic energy
of H2 is still large (~5 kcal/mol); thus, H2 is moving between
H,0-2 and H,0-3. After 800 fs of simulations, the kinetic
energies of mobile hydrogen atoms decrease, and the system
becomes stable. The kinetic energy ends up into the relative
motion of water molecules in the vibrationally excited cluster.
However, the resulting structure is not the minimum energy
structure. In Figure 9, the time evolution of potential energy
shows that during the last 200 fs the potential energy slightly
oscillates because of small geometrical changes in the ionized
water trimer. The analysis of NBO charges shows that in the
beginning the hydroxyl group has some partial positive charge
(+0.4e), but after 500 fs of MD simulations the OH radical is
formed. The NBO charge localized on H,O-3 fluctuates between
0 and +0.2e. At the end of simulations, the interatomic distance
between O2 and O3 is around 2.4 A as shown in Figure 10,
which indicates that the cationic short hydrogen bond is formed
between the hydronium cation and H,O-3.

Concluding Remarks

This work reports the first ab initio excited-state molecular
dynamics results to unravel the mechanism of water photolysis.
Two different mechanisms were studied. Here, we confirmed
that both mechanisms are complementary. The first mechanism
is driven by photoexcitation phenomenon. Using ES-AIMD
simulations based on the CASSCF approach, we showed that,
upon excitation, water clusters release hot hydrogen radicals
and (hydrated) hydroxyl radicals within 15 fs. In the case of
water photolysis driven by ionization, all structural changes are
slower in comparison with the dynamics controlled by the
photoexcitation because of the lack of the hot H® radical to be
released. In ionized water clusters, the hydrogen atoms involved
in hydrogen bond formation determine the structural reorganiza-
tion of water clusters. In the beginning of simulations, these
mobile protons have large kinetic energy, and thus Eigen and
Zundel forms compete. After 500 fs, one proton is transferred
to the adjacent water molecule, and the hydronium cation and
OH’ radical are formed.
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